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eBPF & Cilium Introduction





Makes the Linux kernel 
programmable in a 
secure and efficient way.

“What JavaScript is to the 
browser, eBPF is to the 
Linux Kernel”



Run eBPF programs on events

Attachment points
● Kernel functions (kprobes)
● Userspace functions (uprobe)
● System calls
● Tracepoints
● Sockets (data level)
● Network devices (packet level)
● Network device (DMA level) [XDP]
● ...



What is Cilium?

At the foundation of Cilium is the new Linux kernel 
technology eBPF, which enables the dynamic 
insertion of powerful security, visibility, and networking 
control logic within Linux itself. Besides providing 
traditional network level security, the flexibility of BPF 
enables security on API and process level to secure 
communication within a container or pod. 
Read More

● Networking & Load-Balancing
○ CNI, Kubernetes Services, Multi-cluster, VM Gateway

● Network Security
○ Network Policy, Identity-based, Encryption

● Observability
○ Metrics, Flow Visibility, Service Dependency

https://cilium.readthedocs.io/en/stable/intro/
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Service Mesh Introduction



Service Mesh



Service Mesh Origins



Service Mesh with Sidecars



Service Mesh Evolution



Layer 7 is the only part which is not yet there



Yet, Cilium already has L7 network policies and visibility



Cilium Service Mesh



• Dynamic eBPF programs
• Envoy for L7 policies & 

observability

Cilium agent per node



• Dynamic eBPF programs
• Envoy for L7 policies & 

observability and traffic 
management rules etc

Cilium for sidecarless service mesh



• Reduced operational complexity
• Reduced resource usage
• Better performance
• Avoid sidecar startup/shutdown race conditions

What is different with Cilium Service Mesh?



Total number of proxies required

Reduce resource usage - sidecar vs proxy per node



Cost of sidecar injection



eBPF powered network path for L3/L4 traffic



Envoy for Layer 7 termination when needed



Latency performance

All data & Scripts:  https://isovalent.com/blog/post/2022-05-03-servicemesh-security 

https://isovalent.com/blog/post/2022-05-03-servicemesh-security


Throughput performance

All data & Scripts:  https://isovalent.com/blog/post/2022-05-03-servicemesh-security 

https://isovalent.com/blog/post/2022-05-03-servicemesh-security


Pod ready performance

All data & Scripts:  https://isovalent.com/blog/post/2022-05-03-servicemesh-security 

https://isovalent.com/blog/post/2022-05-03-servicemesh-security


Cilium Service Mesh



Cilium 1.12 Release

● Production Ready Cilium Service Mesh
● Conformant Ingress Controller
● Using Kubernetes as Service Mesh Control Plane

○ Simple to use sidecar-free Service Mesh configured using Kubernetes 
Services and Ingress

● Prometheus metrics and OpenTelemetry 
● CiliumEnvoyConfig and CiliumClusterEnvoyConfig CRD
● Extended Grafana dashboards for L7 visibility



Roadmap 1.13

● Gateway API
■ HTTP Routing
■ TLS Termination
■ HTTP Traffic Splitting / Weighting

● Multiple Ingress per Load Balancer
● More L7 metrics collection through Isovalent Tetragon Enterprise



Features



Layer 7 Traffic Management Options

Original L7 
load-balancing
standard in K8s

Simple

Supported
since Cilium 1.12

ServicesIngress EnvoyConfig

Use of K8s 
services with 
annotations

Simple

Support coming
In Cilium 1.13 

Raw Envoy Config 
via CustomResource

Advanced Users & 
Integrations

Supported since 
Cilium 1.12

Gateway API

Originally labelled 
Ingress v2. Richer in 
features.

Simple

Support for v0.5.1 
coming in Cilium 1.13



Ingress

● Ingress can be used for path-based routing and  TLS termination
● Cilium manages Ingress resources without external Ingress 

Controller  
● Cilium Service Mesh Ingress Controller requires ability to create 

Service of Type LoadBalancer using either Cloud Provider 
integration or e.g. MetalLB

● Ingress CRD with ingressClassName: cilium



Ingress HTTP Example



Ingress gRPC Example



TLS Termination



      Gateway API
Use of Gateway and HTTPRoute objects for path-based routing



      Gateway API
Use of Gateway and HTTPRoute for TLS Termination



      Gateway API
Traffic Splitting with Weighted Routes 



      Service + Annotations
Simple way to enable gRPC weighted-least-request load balancing



      Service + Annotations + Multi-Cluster
Compatible with multi-cluster load balancing



OSS Community
eBPF-based Networking, 
Observability, Security

cilium.io
cilium.slack.com
Regular news

Learn more!

Base technology
The revolution in the Linux kernel, 
safely and efficiently extending the 
capabilities of the kernel.

ebpf.io
What is eBPF? - ebook

For the Enterprise
Hardened, enterprise-grade 
eBPF-powered networking, 
observability, and security.

isovalent.com/product
isovalent.com/labs

https://cilium.io/
https://cilium.herokuapp.com/
https://cilium.io/newsletter/
https://ebpf.io/
https://isovalent.com/ebpf/
https://isovalent.com/product
https://isovalent.com/labs


Thank you!

https://www.linkedin.com/company/isovalent/
https://twitter.com/isovalent
https://github.com/isovalent
https://isovalent.com/

