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What's OKD?

OKD is a distribution of Kubernetes

OKD embeds Kubernetes and extends it with security and

other integrated concepts
OKD adds developer and operations-centric tools

OKD is a sibling Kubernetes distribution to Red Hat
OpenShift

Governance;

"OKD & Kubernetes”



https://flickr.com/photos/64711971@N08/6918935136/
https://flickr.com/photos/64711971@N08/6918935136/

What's OKD?

APPLICATIONS AND SERVICES
from Red Hat and community operators

PLATFORM AND CLUSTER MANAGEMENT
kU berDEtes Kubernetes, security, monitoring, registry. etc
fedora
COREOS LINUX HOST with Fedora CoreOS

FOR HYBRID / MULTI-CLOUD DEPLOYMENTS
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Automated operations




What's KubeVirt?

Kubernetes Virtualization APl and runtime in order to define

and manage virtual machines:

e Virtual machines
o Running in containers
o Using the KVM hypervisor
e Scheduled, deployed, and managed by Kubernetes

e Integrated with container orchestrator resources and services

o Traditional Pod-like SDN connectivity and/or connectivity to = ‘

external VLAN and other networks via multus
“A Container & VM”

o Persistent storage paradigm (PVC, PV, StorageClass)
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Why KubeVirt? Using VMs and containers together

. Fol IOWS Ku be rnetes pa ra d ig ms: Project: default v Application: all applications

Display Options v

o Container Networking Interface (CNI) s
o Container Storage Interface (CSI)

@ fedole‘;ol O e RO s
o Custom Resource Definitions (CRD, CR) /

© web

e Schedule, connect, and consume VM resources as

Routes

container-native

e \irtual Machines connected to pod networks are accessible
using standard Kubernetes methods:

o Service

o Route
o Ingress

e \VM-to-pod, and vice-versa, communication happens over
SDN or ingress depending on network connectivity



KubeVirt: how does it work?
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(DaemonSet) Pod

Other Pod(s)

virt-handler container 1
libvirtd container 2

container n

virt-controller

Cluster Services Nodes




What's HCO?

Hyperconverged Cluster Operator

An opinionated set of components to support classic
virtualization use-cases, such as:

- Persistent image upload

- Node network configuration

-  Common VM Templates

Single entry point for multiple operators
(virt, storage, network...)
Single installable unit
Single upgrade path
Single user entry point for configure the whole
virtualization subsystem

“An opinionated cat”
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How can | getit?
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KubeVirt HyperConverged Cluster Operator

A unified operator deploying and controlling KubeVirt and its supporting operators with opinionated defaults

» O p e rato r H u b ; io Jome > KubeVirt HyperConverged Cluster Operator

KubeVirt HyperConverged Cluster Operator m

HyperConverged Cluster Operator is an Oper: pattern for man multi-operator products. Y, y d Cluster
O KD C .t O 't C 't | n ployment of KubeVirt, Contain: Data Importer (CDI), Virtual Machine import operato Network

KubeVirt is a virtual machine agement add-on for Kubernef s to provide a common ground fo
cilsaing stable
of Kubernetes

Virtualization extension for Kubernetes

1.5.0 (Current)
KubeVirt exter by adding additional virtualization resource typ chine typ
Kubernetes API can be used to 8 il

@ Seamless Upgrades

(almost) Single click install ! e e

ded by KubeVirt.
KubeVirt project
today KubeVirt can be used to declaratively
« Create a predefined VM
« Schedule a VM on a Kubernetes clust
« LaunchaVM
* Migrate a VM
« StopaVM
« DeleteaVM

Start using KubeVirt

quay.io/kubevirt/hyperconverged-



ow does it look like?

E I(d A5 (+] (2] kube:admin »

You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others to log in.

82 Administrator v
Project: All Projects ¥
Home v
e Installed Operators
Project
OIESE hin this Namespa , ; nderstanding Opera ocumentation . (
Search
API| Explorer
Events Namespace Managed Namespaces Status Last updated Provided APIs
Konveyor Forklift @ ko f @ yor-forklift @ Succeeded @ 10 gen 2022,18:25
Operators v Operator U date
OperatorHub
View 5
Installed Operators >
KubeVirt @ kubevirt-hyperconvergec All Namespaces @ Succeeded Sn gen 2022, 16:00 HyperConverged Cluster Ope
HyperConverged Cluster 0] date Deployment
Workloads > —
Networking >
@D openshift-operator-lifecycle- @ Succeeded Q 13 dic 2021, 11:34 PackageManifest
manager
Storage >

10



OKD Virtualization UI

lkdl

Overview
Projects

Search

API Explorer

Events

Operators

OperatorHub

Installed Operators

Workloads

Pods

Virtualization
Deployments
DeploymentConfigs
StatefulSets
Secrets

ConfigMaps

CronJobs

Jobs

Project: All Projects
Virtualization
Virtual Machines  Templates

Y Filter « Name

by name

You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others to log in.

Name

@ centos8-complex-guan

@D cirros
@D t34fork

m fedora-flexible-squirrel

Namespace

@ default
@ defaut
@ default
@ default

Status

% Running

i) Provisioning

Q@ Stopped

Q@ Stopped

Conditions

@ Stopped

Created Node

@ 10 gen 2022, 18:59 (N Y

@ 10 gen 2022, 18:49
@ 10 gen 2022,19:14

@ 10 gen 2022, 18:54

kube:admin

Launch Migration Tool &

IP Address

Start Virtual Machine
Pause Virtual Machine
Clone Virtual Machine
Open Console [

SH C

Edit labels
Edit annotations

Delete Virtual Machine
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Konveyor Forklift integration

Importing VMs from VMware vSphere, oVirt, and OpenStack to KubeVirt

C

Welcome to Forklift

Migrating workloads to KubeVirt is a multi-step process.

1. Add source and target providers for the migration.
2. Map source datastores or storage domains and networks to target storage classes and networks.
3. Create a migration plan and select VMs from the source provider for migration.

4. Run the migration plan.

Get started




How to get and use OKD Virtualization

DEMO TIME



OKD Working Group

okd.io

twitter.com/okd_io

#openshift-dev on kubernetes.slack.com

groups.google.com/forum/#!forum/okd-wg

apps.fedoraproject.org/calendar/okd

github.com/openshift/community
github.com/openshift/okd



OKD Virtualization SIG

OKD

Virtualization

www.reddit.com/r/OKD_Virtualization

twitter.com/OKD_Virt_SIG

okd-virtualization.github.io

github.com/okd-virtualization



Thank you

https:/www.youtube.com/playlist?
E list=PLaR6Rg6Z741ac3WjZB-rUTPru
8RKyOCnBo

u https:/twitter.com/okd io

u https:/twitter.com/OKD Virt SIG

lkd https://www.okd.io

oKD . https://okd-virtualization.github.io/
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