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What is the SKA?
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How to do Science with all that data?



Part 1:
Science Data Processor

Architecture
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SDP Operational System



Data Islands



Key Challenges

● Massive data rates

● Sized for average load

● Science Workflows evolving over time

● 24x7 Telescope Operation



Part 2:
Software Defined Supercomputer



ALaSKA
Performance Prototype Platform
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Scientific OpenStack



k8s cloud-provider-openstack



Data Islands

GOOD:

Dynamic Provisioning
of Parallel File System

RISK:

Data rates



Part 3:
Cambridge Data Accelerator
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Data Accelerator Platform
● 24 x Dell EMC PowerEdge R740xd
● 12 Intel SSD P4600 1.4 TB
● 2 Intel Omni-Path Adaptors

● User requests capacity
● Partitioned into Storage & Metadata
● BeeGFS: Pick NUMA local IB card
● Lustre: multi-rail

● Max IOR Easy: ~4Tb/s Read, ~2Tb/s Write



Slurm Integration



Slurm Burst Buffer Workflow



Non-Persistent Burst Buffer Mounts



How to do Science with all that data?



SKA SDP’s Buffer

● Flexible Architecture

● Control Flow Prototypes

● Data Rate Prototypes



How to get involved?



Scientific OpenStack SIG
https://www.openstack.org/science/



Thank You!



@johnthetubaguy
john.garbutt@stackhpc.com


