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Setting Up
● Lab bring up

○ KVM (libvirt) bringup: provisioner, jenkins, file server
○ Network setup: static IPs, split BMC / provisioning networks
○ Ansible used to install Jenkins, provisioner, SFTP, apt-cache
○ Private Git repository

● Mr-Provisioner: https://github.com/mr-provisioner/mr-provisioner
○ Bare metal provisioning: BMC control, PXE, boot, console
○ DHCP/TFTP service: dynamic images per MAC address (via Grub scripts)
○ Machine discovery, user management, preseed/image upload, JSON automation

● Jenkins: https://github.com/Linaro/hpc_lab_setup
○ Standard install with LDAP + Jenkins Job Builder
○ Install / update jobs via Ansible
○ Jobs checkout same repo for scripts & dynamic execution

● File Server
○ SFTP for benchmark / jobs results (user control), apt-cache, temp web for toolchains

https://github.com/mr-provisioner/mr-provisioner
https://github.com/Linaro/hpc_lab_setup
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Conclusion
● Modularity

○ Iterative development leading to modular design

● Multiple configurations for each machine/cluster
○ Support for OpenHPC installation on OpenSUSE coming very soon

● Low Maintenance
○ Automation, versioning for the SDI and Jenkins Jobs

● Jenkins Job Builder, Ansible and Python
○ Well known, well used, accessible technologies

● Multiple provisioning options in OpenHPC
○ Ansible stateful only a “bonus” to accomodate for (any) network structure
○ Ansible easily runnable in degraded mode (ignoring certain machines in the cluster)
○ Warewulf Stateless coming very soon
○ Warewulf Stateful coming



Thanks!


