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Containers for Scientific Computing



Why do we want containers in HPC?
● Escape “dependency hell”

● Local and remote code works identically every time

● One file contains everything and can be moved 

anywhere



Environment Matters



Singularity



Needs for HPC containers
● Any user can run containers without special 

privileges (root)

● Integrate seamlessly into existing 

infrastructure

● Portability between many systems

● Users created and provided containers (no 

administrative oversight)



● Any container can be run by any user - same 

user inside container and on host

● No workflow changes necessary to use

● Single .img file contains everything necessary

● Safe to run any container without screening its 

contents

Singularity





Basic Usage of Singularity





Singularity Workflow
1. Create image file

$ sudo singularity create [image]
2. Bootstrap image

$ sudo singularity bootstrap [image] [definition.def]
3. Run image

$ singularity shell [image]
$ singularity exec [image] [/path/to/executable]
$ singularity run [image]
$ ./image








